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Abstract: Comparative judgement methods are commonly used to explore standards in examination papers over time. However, studies are limited by a paucity of graded candidate scripts from previous years, as well as the expense and time required to standardise scripts. We present three studies that attempted, without the use of graded candidate scripts, to replicate and extend previous results about standards in mathematics examination papers. We found that re-typesetting examination papers into a consistent format was necessary, but that comparative judgement of examination papers without an archive of graded candidate scripts offered a reliable and efficient method for revealing relative demand over time. Our approach enables standards comparison where previously this was not possible. We found a reasonable correlation between judgments of actual student scripts and judgments of the items only, meaning that conclusions may be drawn about the demand of examination papers even when graded candidate scripts are not available.
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Introduction

A-level mathematics is a school-level qualification in parts of the United Kingdom taken at age 18 that is commonly expected by universities for new-entrants taking mathematics, science, engineering and similar degree programmes (Croft et al., 2009). Over the years many concerns have been raised that university entrants have insufficient mathematical knowledge and skills for university study (Noyes & Dalby, 2020), and that this is getting worse over time (e.g. Coe, 2007; Lawson, 2003). For example, Jones et al. (2016) reported that standards in A-level mathematics have declined since the 1960s. Their conclusion rested on experts, specifically mathematics Ph.D. students, making relative judgements about the quality of student responses to A-level examination questions. A scale was produced using comparative judgement (Bramley et al., 1998), a widely used method that we describe below.

Jones et al. were able to conduct the study because they acquired a historic archive of graded candidate scripts. However, the archive was sparse, containing scripts from only four time points between 1964 and 2012, as shown in Figure 1. Moreover, a complete set of scripts at these four time points was available only at grades B and E. Nevertheless, the existence of such an archive enabled Jones et al. to draw concrete and readily communicable conclusions, such as that “a candidate who achieved a grade B in 1996 or 2012 appears to have ... performed approximately at the level of a candidate who achieved a grade E in 1964” (p. 555). The authors commented that “further graded scripts filling the gaps are unlikely to be found” (p. 557) and stressed the importance of archiving future scripts in a systematic manner (cf. Robinson, 2007).
In the present three studies, we explored whether the possibility of evaluating item demand, sometimes called question difficulty (Ofqual, 2015), is indeed limited, as Jones et al. assumed, to situations in which graded historic scripts can be obtained. We drew inspiration from two sources. First, was a secondary study included in Jones et al., in which experts (mathematics PhD students) made relative judgements about the quality of model solutions to the items in the examination papers. This secondary study was presented as a validity check on the main study in which experts judged candidate scripts. Jones et al. reported that the correlation between outcomes from the main study and the secondary study was high, \( r = .68 \). Moreover, linear regression with year as a predictor of judgement outcomes of model solutions replicated the overall pattern of results found for year as a predictor of graded candidate scripts. This provides support for using model answers rather than actual scripts to investigate standards in qualifications.

The second inspiration for the present work was a comparative judgement study by Holmes et al. (2017), in which judges did not have access to either candidate scripts or model solutions. Holmes et al. investigated the demand of items in mathematics examinations (General Certificate of Secondary Education, GCSE) sat by most 16-year olds in England, Wales and Northern Ireland. In contrast to Jones et al., the experts made relative judgements of item difficulty, rather than of the quality of candidates’ responses. Subsequently, Holmes et al. administered the items to students in a low-stakes assessment context. Holmes et al. reported a high correlation, disattenuated \( r = .76 \), between the experts’ perceived difficulty of items and students’ actual performance on the same items. This high correlation provided support for the validity of investigating standards based solely on judgements of assessment items.

In this paper, we first summarise the comparative judgement technique that underpins much contemporary standards comparison research. We then present three studies that explored the extent to which previous results about standards in school mathematics qualifications over time could be replicated and extended without using graded candidate scripts. The first study replicated the study by Holmes et al. (2017), but using the A-level items from the examination papers investigated by Jones et al. (2016). Consistent with Holmes et al., and contrary to the approach taken by Jones et al., the question items were not re-typeset, but were presented to expert judges in their original font and layout. In the second study, a different group of experts judged the same items, but this time the items were re-typeset, for consistency of presentation. In the third study, another group of experts judged entire examinations, rather than individual examination items, and the papers were re-typeset. An independent group of experts also judged entire examinations with model solutions that were scribed by a single person, again to ensure consistency of layout.

**Comparative Judgement**

Comparative judgement involves measuring the difficulty of an assessment item or the quality of a candidate response by using relative rather than absolute judgments (Jones & Sirl, 2017; Polliit, 2012; Tarricone & Newhouse, 2017). It has long been known that human beings are more reliable when comparing one object to another than they are when evaluating a single object by itself (Thorstone, 1927). In comparative judgement, experts are repeatedly presented with pairs of items or candidate responses and asked each time to decide which item is more difficult or which candidate response is better (Davies et al., 2021). Judgments are quick and intuitive, and the outcomes of multiple judgments
from a pool of experts are modelled statistically to give a parameter estimate of, say, the difficulty of each item, allowing a scale of item difficulty to be constructed (Wheadon et al., 2020). Comparative judgment can offer reliable methods of determining item difficulty for two reasons. First, as mentioned above, relative judgments are more accurate and precise than absolute ones. Second, the fast speed with which judgments may be made allows those from multiple experts to be averaged, reducing the effects of any idiosyncratic judgments (Pollitt, 2012).

Comparative judgment methods are particularly appropriate for standards comparison research, such as the present study, where evaluating items separately would be very difficult, due to the many differences of examination style and content in the papers under consideration. For these reasons, comparative judgement has been deployed across several comparison-of-standards studies in England and Wales (Bramley, 2007; Bramley & Gill, 2010; Jones et al., 2016).

**Study 1: Items Only (Not Re-typeset)**

In Study 1, we sought to establish whether the comparative judgment outcomes of examination paper difficulty depend on whether items are presented in their original formats or are re-typeset for consistency.

**Study 1 Methodology**

We adapted the methods used by Holmes et al. (2017) in the comparative judgement component of their study, but for the case of the A-level items used by Jones et al. (2016). As with Holmes et al., the items were not re-typeset, as they were in Jones et al., but were presented to the judges in their original font and layout.

The examination papers corresponding to the archive of candidate scripts studied by Jones et al. (2016) were used in Study 1 (see Appendix 1). The papers were spliced into individual question items, totalling 42 items across the four papers. The items were presented in their original font and format, but with question numbers and the number of marks omitted. Two example items, one from the oldest examination paper and one from the most recent examination paper used in the study, are shown in Figure 2. Several differences in font and presentation are evident in these items. For example, the more recent item contains more white space on the page.

**Figure 2.** Example items in their original font and format (top) and in standardised font and format (bottom). Left: Q1 from JMB Paper 1 in Pure Mathematics for 1964. Right: Q1 from AQA Unit Pure Core 4 for 2012.

The 42 items were uploaded to the online comparative judgement platform nomoremarking.com. They were judged by eight experts (current or recent mathematics Ph.D. students studying, or having studied, in England), who were paid for their time. Following Ofqual (2015, p. 7), experts were asked to decide for each pairing “Which question is the more mathematically difficult to answer fully?” Each expert completed 83 or 84 pairwise judgements, and the median time per judgement was 47 seconds. The total number of judgements was 670 across the 42 items, which was just shy of the recommended 17 comparisons per object needed to achieve an internal consistency of .80 (Verhavert et al., 2019). The binary decision data were fitted to the Bradley-Terry model (Bradley & Terry, 1952) to produce a unique score of the perceived difficulty of each item. The internal consistency of the outcome was satisfactory (Verhavert et al., 2019), SSR = .91, as was the inter-rater reliability (split-halves, 100 iterations), r = .79.
Study 1 Results

The purpose of the analysis was to compare the outcomes of Study 1 with the results reported in Jones et al. (2016), where the items had been re-typeset into a consistent format. We calculated the Pearson Product-Moment correlation coefficient between the item scores and those reported in Jones et al. for the case of graded-candidate scripts and model solutions. Scores from Jones et al. were available for 38 of the 42 item scores. The missing four items were those which Jones et al. omitted from their study because no candidates in the historic archive of scripts had attempted them.

The correlation coefficient between the item scores from the present study and the item scores of the graded candidate scripts as reported in Jones et al. was positive, $r = .63$, $p < .001$. This was higher than the correlation coefficient between the item scores from the present study and the item scores of the model solutions reported in Jones et al., $r = .49$, although this difference did not reach significance ($p = .19$). Scatterplots are shown in Figure 3.

![Figure 3. Correlations between Study 1 outcomes ("items only") and Jones et al. (2016) outcomes using (a) archived candidate scripts and (b) model solutions.](image)

We also conducted a linear regression analysis with year as a predictor of item scores. Year was a significant predictor and explained 50% of the variance in item scores, $F(1,36) = 35.83, p < .001$, $b = -0.06, R^2 = .50$. This finding is consistent with the similar analysis reported by Jones et al. (2016, p. 551–552), but, to our surprise, year explained more variance in item scores than it did in model solution scores (28%) or in candidate script scores (27%).

Study 1 Discussion

The results reported by Jones et al. (2016), in which experts judged graded candidate scripts and model solutions, were broadly replicated when experts judged only examination items. We found positive and significant correlations of the item scores with candidate script and model solution scores, and we replicated the finding that year is a predictor of item scores. However, year explained almost twice as much variance in item scores as it did in candidate script or model solution scores. This finding was unexpected, given that the experts who made pairwise comparisons of the difficulty of items only might be thought to have had less information on which to base their judgements than did those with access to scripts or model solutions.

However, in the present study, the items were presented to the judges in their original font and formatting, whereas Jones et al. (2016) presented items and scripts or model solutions in a standardised font (items) and handwriting (scripts/solutions). It seems unlikely that the absence of scripts and model solutions would result in year explaining more variance than when they are included, and we therefore conjectured that the judges in Study 1 were influenced by font and format. Indeed, there is a considerable body of research examining the effects on the reader of different typographic variables (e.g., typeface/font, size, spacing, colour and alignment). Studies generally divide into those focused on communication, in areas such as political science or marketing (e.g., Haenschen & Tamul, 2020; Henderson et al., 2004), and psychological studies of reading fluency, often in the context of students with dyslexia or visual impairment (e.g., Krivec et al., 2020). Research examining subjective impressions associated with typographic features, both in printed form and on screen, indicates that different typefaces are perceived to have different personas (Brumberger, 2003). Although these effects may be small, they might be cumulative over time for extended exposure. In the context of education, effects on examination papers of different typesetting choices have rarely been explored (for an example, see Crisp et al., 2012). Further research is needed to establish whether students (or judges in comparative judgement tasks) perceive mathematics questions to be easier or harder depending on typographic variables.
To investigate the potential impact of varied fonts on the results of Study 1, we conducted a second study in which experts again judged items only, but, unlike in Study 1, these were presented in a standardised font.

**Study 2: Items Only (Re-typeset)**

In Study 2, we repeated Study 1 with an independent group of judges. We used the same items as in Study 1, except that they were re-typeset for presentation in a standardised font (Figure 2).

**Study 2 Methodology**

The 42 re-typeset items were uploaded to the online comparative judgement platform. They were judged by 10 experts (current mathematics PhD students studying, or having studied, in New Zealand), who were paid for their time. Each expert completed 84 pairwise judgements and the median time per judgement was 59 seconds. The total number of judgements was 840, which was 20 judgements per re-typeset item. This was two experts and 168 judgements more than the case for Study 1, because using eight experts (672 judgements) produced an unacceptably low inter-rater reliability, \( r = .61 \) (internal consistency was acceptable, SSR = .86). The reliability of comparative judgement outcomes can be increased by adding further judgements (Verhavert et al., 2019), which we did to achieve an acceptable inter-rater reliability, \( r = .71 \) (SSR = .89). The additional experts and judgements did not substantively affect the item scores; the correlation coefficient between the scores using only the original eight experts and all 10 experts was high, \( r = .98 \). The analysis below uses the scores produced by all 10 judges, and we replicated it using the scores produced by the original eight judges only, which made no substantive difference to the results.

**Study 2 Results**

We first correlated the comparative judgement outcomes from Study 1 and Study 2, and found this was high, \( r = .92 \). We then replicated the analysis in Study 1, using the scores for the re-typeset items.

The correlation coefficient between the re-typeset item scores and the scores of the graded candidate scripts as reported in Jones et al. (2016) was positive, \( r = .55, p < .001 \). This was lower than the analogous correlation reported in Study 1, \( r = .63 \), although the difference fell short of significance (\( p = .11 \)). The correlation coefficient was also higher than that reported by Jones et al. between the re-typeset item scores and the scores of the model solutions, \( r = .48 \), although this difference also did not reach significance (\( p = .67 \)). Scatterplots are shown in Figure 4.

As in Study 1, we conducted a linear regression analysis with year as a predictor of item scores. Year was a significant predictor of item scores, \( F(1,36) = 17.48, p < .001, b = -0.04, R^2 = .33 \). The variance explained, 33%, was lower than for Study 1 (50%) and more in line with the variance explained in model solution scores (28%) and candidate script scores (27%).

![Figure 4. Correlations between Study 2 outcomes (“re-typeset items only”) and Jones et al. (2016) outcomes using (a) archived candidate scripts and (b) model solutions.](image)

**Study 2 Discussion**

Study 2 broadly replicated the findings of Study 1. Importantly, and in contrast to Study 1, in Study 2 year explained a similar amount of variance in re-typeset item scores as it did in candidate script or model solution scores. Moreover, the experts were less consistent judging the re-typeset items; hence, the need for more judgements to achieve an acceptable inter-rater reliability estimate than was the case for the non-re-typeset items. This suggests that the font
differences of the items in Study 1 may have biased the experts’ judgement decisions, and that standards research should use re-typeset and not original items.

Nevertheless, the correlation coefficients between the outcomes of Study 2 and those reported in Jones et al. were modest rather than large, and fell below the common reliability threshold of .70. From this we conclude that judging items alone is not adequate for establishing reliable estimates of the demand of mathematics examination papers. We therefore conducted a third study to investigate whether judging re-typeset items with model solutions would provide outcomes more consistent with those reported by Jones et al.

**Study 3: Papers Only and Papers with Solutions**

In Study 3 we obtained handwritten model solutions from a teacher, as explained below. This time, whole papers were judged, rather than individual items, in order to investigate the extent to which reliable judgments could be obtained in this way. As a validity check, we included the papers sampled by Jones et al. (2016).

**Study 3 Methodology**

The examination papers were those from studies 1 and 2, with seven additional papers from the summers of 1990, 1996, 2000, 2006, 2012 and 2017. The additional papers were sampled opportunistically after one of the authors discovered an archive of model solutions in standardised handwriting going back to 1990, constructed by a mathematics teacher over the duration of her career. We commissioned this teacher to produce further model solutions for the four examination papers used in Study 1, and this provided us with a complete set of re-typeset papers and model solutions in standardised handwriting for all the papers shown in Appendix 1.

The number of papers available each year changed as specifications changed. In order to attempt to compare like with like as well as possible, we included all papers covering the content of pure mathematics at Mathematics A-level, excluding Further Mathematics A-level. For the years 1964-1990, and 1996 AEB, this meant Paper 1 of two papers, and for 1996 ULEAC, 1996 UCLES and 2000 Edexcel, this meant Pure papers 1 and 2. Where occasional questions covered probability and statistics content, these questions were omitted from our analysis, as detailed in Appendix 1. With the advent of modular specifications, from 2006 we used the Core 1, 2, 3 and 4 papers, except that the ‘comprehension’ element of MEI Core 4 was not included. Where more than one examination paper was used, these were spliced together into one file for judging, which was then treated as one examination paper in our analysis.

**Papers only.** The 11 re-typeset examination papers were uploaded to the online comparative judgement platform nomoremarking.com. They were judged by five experts (mathematics PhD students based in New Zealand) who were not involved in studies 1 or 2, or the judging of papers only, and who were paid for their time. Similar to Study 1, the experts were asked to decide for each pairing “Which exam is the more mathematically difficult to answer fully?” Each expert contributed 50 pairwise judgements, and the median time per judgement was 62 seconds. The total number of judgements was 250 across the 11 examinations, which exceeds the recommended minimum of 17 comparisons per object to achieve SSR = .80 (Verhavert et al., 2019). The decision data were fitted to the Bradley-Terry model to produce a score of the perceived overall difficulty of each paper. The internal consistency of outcome was satisfactory, SSR = .84. There were too few judges to estimate inter-rater reliability, although we note that many authors use Scale Separation Reliability as a proxy for inter-rater reliability (Verhavert et al., 2018).

**Papers and model solutions.** The re-typeset examination papers with model solutions were uploaded to the comparative judgement platform. They were judged by five independent experts (mathematics PhD students based in New Zealand) who were not involved in studies 1 or 2, or the judging of papers only, and who were paid for their time. The experts were asked to decide for each pairing “Which is the better mathematician?” Four experts contributed 70 pairwise judgements each, and one expert contributed 50, and the median time per judgement was 85 seconds. The total number of judgements was 330 judgements. There were more judgements than for papers only (250), because one paper and model solution was accidentally omitted when the experts were first assigned 50 judgements each. After the missing paper and solution were added, four of the judges contributed an additional 20 judgements each. The data were fitted to the Bradley-Terry model and the internal consistency of outcome was satisfactory, SSR = .87. Again, there were too few judges to estimate inter-rater reliability.

All sets of scores were transformed to z scores prior to the following analysis, for consistency of presentation and ease of interpretation.

**Study 3 Results**

There were three analytic goals for Study 3. First, we compared the outcomes of judging papers only with judging papers and model solutions. Second, we compared these outcomes with those of Jones et al. (2016). Third, we extended the picture presented in Jones et al. of standards over time in A-level mathematics.
Comparison of Study 3 outcomes. The Pearson Product-Moment correlation coefficient between the papers-only scores and model-solutions scores was high, $r = .74$, $p = .009$, suggesting good agreement across the two sets of judgements. A scatterplot is shown in Figure 5.

Study 3 vs Jones et al. outcomes. Comparing our outcomes with those of Jones et al. required a different approach from that used in Studies 1 and 2, because there are only four common data points between Study 3 and Jones et al. In the absence of suitable statistical tests, we compared the sets of results graphically. Figure 6 plots the outcomes for papers only and model solutions for the case of the four examination papers used in studies 1 and 2 and Jones et al. For comparison, the outcomes from Jones et al. for the cases of graded candidate scripts and model solutions are also shown.
The four sets of judging outcomes in Figure 6 follow the same broad pattern. With the exception of the papers-only judging outcomes, 1968 has a higher z score than 1964, meaning that the examination paper in 1968 was collectively perceived by experts as more difficult. For the remaining years, all four sets of outcomes are consistent in placing 1996 bottom, 2012 in the middle, and then the two 1960s papers top. This is in line with Jones et al. (2016), who found no difference between the perceived difficulty of the papers from 1964 and 1968 with the judging outcomes from either the model solutions or the candidate scripts. Similarly, they found no difference between the papers from 1996 and 2012. Figure 6 appears to follow this same pattern for the Study 3 judging outcomes: closely aligned scores across the four time points.

Extended picture of standards over time in A-level mathematics. This analysis gave us confidence to proceed with the third analytic goal for Study 3, which was to extend the picture presented in Jones et al. of standards over time in A-level mathematics. The scores for both papers-only and model-solutions are shown in Figure 7, where we can see reasonable agreement between the patterns of the two sets of scores.

![Figure 7. Full picture of standards over time from Study 3. Mean z score is shown for 1996 and 2012, with individual scores shown in grey for those years.](image)

To further compare the outcomes, we conducted a linear regression with year as a predictor of comparative judgement scores. For papers-only scores, year was a significant predictor, and explained 60% of the variance, $F(1,9) = 13.38, p = .005, b = -0.05, R^2 = .60$. Similarly, for the model solution scores, year was again a significant predictor, this time explaining 62% of the variance, $F(1,9) = 14.68, p = .004, b = -0.05, R^2 = .62$. These almost identical outcomes provide evidence that, despite the imperfect correlation between papers-only and model-solutions scores, both methods would lead to the same general conclusions in an investigation into qualification standards. Given that the papers-only method requires considerably less resources, since model solutions do not need to be transcribed in standardised handwriting, we suggest that it should generally be the preferred method.

**Study 3 Discussion**

In Study 3 we presented three findings. First, we reported that judging papers only and judging papers and model solutions together produced broadly the same results, as assessed using the Pearson Product-Moment correlation coefficient.

Second, we found that the pattern of results for the examination papers included in the study by Jones et al. (2016) matched their results.

Third, we considered a fuller picture of changes in examination paper demand over time of A-level mathematics by including examination papers for which no archived scripts were available. How might we amend our view of A-level mathematics examination paper demand over the past six decades in light of this additional evidence? In Figure 7 we can see a decline from the 1960s to the mid-1990s, as reported by Jones et al. (2016). We have only added one additional timepoint to this picture, at 1990, which suggests that some of the decline took place between 1990 and 1996. We have added two additional timepoints between 1996 and 2012. Based on the model solutions outcomes, we
might conclude that demand stayed approximately constant over this duration, with a possible dip around 2006. However, based on the papers-only solutions, we might conclude that examination difficulty rose and fell throughout the late 90s and the 2000s. The demand in 2017 appears to be relatively low according to both sets of outcomes.

**General Discussion**

Comparative judgement techniques have been used to monitor standards in mathematics qualifications for decades (e.g., Bramley et al., 1998), but have traditionally required a historic archive of graded candidate scripts. However such archives are rare and so research into the mathematical backgrounds of undergraduates has been limited (Hodgen et al., 2020). In the research reported here, we investigated whether results based on graded scripts can be replicated and extended using only examination papers and model solutions. An affirmative answer would greatly enhance the scope of standards research because historic archives of graded candidate scripts are difficult and often impossible to acquire.

In Study 1, we found that when experts judged examination items the outcomes correlated positively with outcomes based on judgements of candidate responses to those same items. However, linear regression with year as a predictor of mean examination paper score showed that the item-only judging explained almost twice as much variance as candidate-response judging. This disparity appeared to arise because the items in the current study were presented in their original font and format.

In Study 2, we repeated Study 1 using the independent experts and the same items, except that they were re-typeset into a standard format prior to judging. The results from Study 1 were replicated, except that item-only judging explained about the same amount of variance as candidate-response judging. However, while the correlation coefficient between item-only outcomes and candidate-response outcomes was positive and significant, it was modest by the standards required to establish reliability in assessment research. Therefore we concluded that standards research studies in mathematics education should not be based on items only.

In Study 3, independent experts judged entire examination papers only, or entire examination papers with model solutions in standardised handwriting. We found that the two sets of outcomes correlated highly, and that both broadly replicated the findings reported in Jones et al. (2016). Moreover, we were able to include more examination papers than was possible in Jones et al., because we were no longer limited to only those papers for which graded candidate scripts were available. This enabled us not only to replicate but to extend the findings of Jones et al. to include additional years and examination boards.

**Conclusion**

We have argued that a papers-only approach might enable investigations of qualification demand where previously this was impossible due to a lack of archived scripts. Another advantage of using papers only is that it is less resource-intensive and time-consuming than the method used by Jones et al. (2016), which required transcribing 546 candidate responses to items to ensure consistency of handwriting. Even the model solutions method, used here in Study 3, and to a limited extent in Jones et al., requires obtaining or creating perfect answers to every item in standardised handwriting. By contrast, all that was required here was to re-typeset the examination papers, although even this step might not be necessary when comparing standards across contemporaneously published examination materials (as in Ofqual, 2015, 2017).

Another efficiency saving is for experts to judge entire examination papers rather than individual items, an approach that has been reported before (e.g. Bramley et al., 1998; Jones et al., 2014). This reduced the number of objects that needed to be judged in Study 3 from 256 (the sum of total items in Appendix 1) to 11 (the number of examinations). The median time per judgement for the model-solutions method (85 seconds) was longer than the median time per judgement for the papers-only method (62 seconds), which in turn was longer than the median time per judgement for the items-only method (47 to 59 seconds across studies 1 and 2, respectively). However, clearly, the time saved by having fewer objects needing judging more than makes up for the increased time required per judgement. Taking these values as typical, this would represent a potential time saving of around 94%.

**Recommendations**

Jones et al. were able to report their results in terms of equivalent grades at different timepoints, the headline finding being that a grade B in 2012 was roughly equivalent to a grade E in the 1960s. Here, we could only draw relative conclusions about examination paper demand being lower or higher than in the past. Therefore, the method reported here is only applicable where a relative comparison without reference to awarded grades is informative. For example, we might be interested in whether a major curriculum innovation has resulted in higher standards. We could sample papers from before and after the innovation to draw conclusions about the relative quality of candidates’ responses. With adequate data points (examination papers), we might be able to report the findings in terms of effect sizes or Bayes factors, but not in terms of grade boundaries.
Limitations

In this paper we believe that we have offered a method that enables the investigation of qualifications standards without the need for an archive of graded scripts, at least for the case of mathematics examinations. However, all approaches to investigating standards are imperfect. We will not rehearse the general arguments and cautions regarding the limitations of standards-based assessment research here (see Goldstein, 1979; Newton, 1997). Instead we highlight limitations specific to the methods that apply comparative judgement in the absence of graded scripts, as advocated here.

First, the paucity of archived, graded scripts that motivated the research reported here also makes it difficult to validate our findings. There were only four data points provided by Jones et al. (2016) that could be directly matched with the present research. Consequently, statistical tests of the similarity of the present results with those reported by Jones et al. could not be conducted. Instead, we had to make graphical comparisons by eye. We have argued that a study using the methods reported here would have drawn the same overall conclusions as Jones et al., but we cannot estimate the probability that this replication happened by chance.

Second, examination papers vary in numerous dimensions other than difficulty of the construct which is intended to be assessed. An important dimension is surface appearance, including font and layout, and, as we found in Study 1, this can affect the judgements made by subject experts. In Appendix 1, we can see that the examination papers presented to judges in Study 2 varied widely in length, ranging from eight to 40 pages (for administrative purposes we re-typeset every item onto a single page in the present study). An expert’s judgement of the difficulty of an examination paper might plausibly be affected by its length. Indeed, the Spearman Rank-Order correlation coefficient between comparative judgement scores for the papers-only method and total number of pages was moderate, r = −.47, although the confidence intervals, 95% CI [−.84, .20], show that r is unlikely to be positive and large, suggesting that judges were not simply associating longer examination papers with greater difficulty. Further research is required to identify and so minimise other construct-irrelevant features that might influence expert judges.

Third, our findings relate only to the case of A-level Mathematics. We offer no data or generalisations to other subjects, although we see no reason to assume that the method could not be applied beyond mathematics. Indeed, the difficulty of science examinations has been investigated by applying comparative judgement to items only (Ofqual, 2017). However, an examination-papers-only method may be relevant for only a limited range of subjects, such as mathematics and the sciences, where much of the assessment content is held within the questions. For example, it might not be valid to apply a papers-only – or even a model-solutions – method to investigate subjects assessed using essay prompts. In such cases the need for graded candidate scripts might be unavoidable. Further research is needed to ascertain whether this is the case.
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Appendix

Re-typeset examination papers used in the two studies

<table>
<thead>
<tr>
<th>Year</th>
<th>Exam board</th>
<th>Papers used</th>
<th>Total items</th>
<th>Total marks</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>1964</td>
<td>JMB</td>
<td>1</td>
<td>11</td>
<td>98</td>
<td>Q7 omitted due to missing model solution. Used in Jones et al. (2016) and Study 1.</td>
</tr>
<tr>
<td>1968</td>
<td>JMB</td>
<td>1</td>
<td>8</td>
<td>98</td>
<td>Q5 omitted due to missing model solution. Used in Jones et al. (2016) and Study 1.</td>
</tr>
<tr>
<td>1990</td>
<td>JMB</td>
<td>1</td>
<td>14</td>
<td>110</td>
<td>Q7 omitted due to missing model solution.</td>
</tr>
<tr>
<td>1996</td>
<td>AEB</td>
<td>1</td>
<td>12</td>
<td>95</td>
<td>Q4 (statistics) omitted. Used in Jones et al. (2016) and Study 1.</td>
</tr>
<tr>
<td>1996</td>
<td>ULEAC</td>
<td>1, 2</td>
<td>18</td>
<td>189</td>
<td>Q4 (probability) from Paper 2 omitted.</td>
</tr>
<tr>
<td>1996</td>
<td>UCLES</td>
<td>1, 2</td>
<td>18</td>
<td>103</td>
<td>Q10 (probability) from Paper 1 and Q8 (statistics) from Paper 2 omitted.</td>
</tr>
<tr>
<td>2000</td>
<td>Edexcel</td>
<td>1, 2</td>
<td>19</td>
<td>191</td>
<td>Q7 (statistics) from Paper 2 omitted.</td>
</tr>
<tr>
<td>2006</td>
<td>MEI</td>
<td>1, 2, 3, 4</td>
<td>40</td>
<td>288</td>
<td>'Comprehension' section of Core 4 omitted.</td>
</tr>
<tr>
<td>2012</td>
<td>AQA</td>
<td>1, 2, 3, 4</td>
<td>33</td>
<td>300</td>
<td>Paper 4 was used in Jones et al. (2016) and Study 1.</td>
</tr>
<tr>
<td>2012</td>
<td>MEI</td>
<td>1, 2, 3, 4</td>
<td>40</td>
<td>288</td>
<td>'Comprehension' section of Core 4 omitted.</td>
</tr>
<tr>
<td>2017</td>
<td>MEI</td>
<td>1, 2, 3, 4</td>
<td>40</td>
<td>288</td>
<td>'Comprehension' section of Core 4 omitted.</td>
</tr>
</tbody>
</table>